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Magnetohydrodynamic waves excited in deep interiors 
of rapidly rotating planets can produce variations in the 
planetary magnetic fields and some linked properties. In 
strong-field dynamos, in which the inertial and viscous 
forces are small compared to the magnetostrophic forces, 
namely Coriolis, pressure, Lorentz, and buoyancy forces, 
unique wave motions can occur in both axisymmetric 
and nonaxisymmetric modes.  
 
Axisymmetric, torsional Alfvén waves are a special class 
of the MHD waves, as confined to cylindrical surfaces 
about the rotation axis [1]. The excitation of the 4-6 year 
fluctuations in Earth’s fluid core, in which the 
geodynamo operates, and its link to the length-of-day 
variations have been shown [2]. The propagation speed 
can be a proxy for the strength of the poloidal magnetic 
field within the geodynamo. 
 
Magnetic Rossby waves are non-axisymmetric and 
typically travel in azimuth along the internal toroidal 
field. Exploring this wave class will hence be the key to 
infer the hidden, toroidal field and to constrain the 
dynamo mechanism. The presence of magnetic field 
splits the fundamental rotating wave into fast and slow 
modes: the slow one was proposed to account for the 
geomagnetic westward drift of a few hundreds of years 
[3]. We exemplified the long-hypothesised wave motion 
in DNS of geodynamo models to reveal its propagation, 
riding on background zonal flows, and steepened 
waveforms [4,5]. Meanwhile we asymptotically analysed 
the weakly-nonlinear, long wave in quasi-geostrophic 
(QG) MHD models and showed the slow Rossby waves 
may behave like solitons, whose evolution should be 
governed by the Korteweg-de Vries equation [6,7]. The 
solitary wave solution (figure 1 left) may be of particular 
geophysical interest. An isolated, anticyclonic gyre was 
found to persist, at least, for a hundred years in Earth’s 
core [8] (figure 1 right).  
 
Exploration is extending to other planets, such as Jupiter. 
The gas giant’s strong magnetic field and rapid rotation 
may reasonably host rotating MHD waves excited in the 
metallic region, in which Jovian dynamo is believed to 
operate. Adopting Jovian dynamo models coupling with 
the overlying molecular hydrogen region partly, we 
found the torsional Alfvén waves would reasonably be 
excited [9]. The deep-origin disturbances could trigger 
consequent variations of zonal flow and temperature at 
the molecular envelope. Now records of infrared 
observations covered more than three Jovian years to 
characterise the variability in the cloud deck [10]. 
Together with a modern data-driven technique, dynamic 
mode decomposition [e.g. 11,12], we are identifying the 
wave signals on timescales of several years [13] (figure 

2). This may provide a novel window to the internal 
dynamics and dynamo. 
 
 

  
Figure 1. (Left) Streamlines of the 1-soliton solution of 
our QG-MHD spherical model [7]. (Right) The gyre 
revealed by core flow models inverted from the 
geomagnetic secular variation [8]. 
 
 

 
Figure 2. Anomaly of Jupiter’s 5µm brightness [after 10]. 
White dotted curves indicate potential phase paths of 
torsional Alfvén waves [13]. 
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Figure 1. The mean QG flow on the equatorial plane over the time period 1840–1990, as seen from the North pole. For ‘gufm1’ (left-hand side) and ‘COV-OBS’
(right-hand side). At the top, the pseudo-streamfunction ξ/Rc in units of km yr−1; at the bottom, arrows visualize the flow.

velocity for the surface mean flow, urms, is stronger for flowgufm1

(12 km yr−1) than for flowCOV-OBS (10 km yr−1), basically due to a
stronger anticyclone under the PH and a stronger radial jet under
the Eastern Asian continent, from high to low latitudes. The two
different kind of charts in Fig. 1 illustrate the fact that the flow very
closely follows contours of the ξ streamfunction at medium-high
latitudes. The rule to keep in mind when interpreting ξ -contour
charts, from eq. (1), is that the fluid circulates anticlockwise around
centres of positive ξ and clockwise around centres of negative ξ .

The EOF/PCA tools can sort out the time variability associated
to the main structures in the mean flow, and other structures which
average out during the inspected period. In the following, we will
be showing results for the analysis carried out over the computed
flows, using tools described in Section 3 and Appendix B.

4.1 PCA applied to gufm1 and COV-OBS, separately

The first five PCA modes account for about 80 per cent of the flow
total variability (see Table 1). The EOF patterns of the first three
modes are shown in Fig. 2. Results for COV-OBS considering the
two time periods are similar. Note however that the first three modes
represent a larger fraction of the signal for the shorter period. Be-
sides, the fourth mode may not be completely separated from the
third when considering the longer time period. Comparing COV-
OBS and gufm1, the first mode explains very similar variances.

Using North’s criterion (eq. B2) to detect mode degeneracy, modes
4 and 5 in COV-OBS (1840–1990) and modes 3 and 4 in COV-OBS
(1840–2010) are not completely separated (see Fig. 3), meaning
that they may describe two aspects of a common structure. A sim-
ple illustration of this effect is found in the example of a propagating
wave that can be decomposed into two spatial patterns space-shifted
by fourth of a wavelength, multiplied by two sinusoidal functions
time-shifted by fourth of a period. One unique structure (a propa-
gating wave) would then appear in the PC analysis decomposed into
two modes with exactly the same f value. In the case of the above-
mentioned degenerate modes, they should be considered together.

As a test for subdomain stability, the whole CMB domain was
subdivided into two longitudinal hemispheres, and EOF/PC modes
were recalculated for each of them. The chosen meridian for the
separation goes through 70◦E and the two resulting hemispheres
have longitudes 70◦E to 250◦E (PH) and −110◦E to 70◦E (AH).
Results are shown in Tables 2 and 3. The first five modes are still non-
degenerate when computed independently for each hemisphere and
according to North’s criterion (eq. B2 and see Table 2). While the
spatial and temporal descriptions of modes 4 and 5 can be different
depending on if a global or a hemispherical grid of data values is
used, the first three modes are recovered under AH with very close
characteristics as in the global grid. The first three variability modes
are not so well recovered using only data under the PH, especially
for mode 2 (see Table 3).
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Fig. 1: Anomaly L0(✓, t) of Jupiter’s 5µm brightness [adopted from Antuñano et al. (2019)], which is
interpolated with cubic polynomials, smoothed by running averages with a window size of 100 days, and
scaled at 46-48�S (0.695  s/RJ  0.669). The latitudinal dataset is represented with respect to the
cylindrical radius, s/RJ, in northern (top panel) and southern (bottom) hemispheres. The white dotted
curves indicate phase/ray paths of potential torsional waves, UA (details in Methods).
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do not reach right across the planet. Columnar convection appears
to be essential for dynamo action dominated by the dipolar
component (Olson et al., 1999; Sreenivasan and Jones, 2011).

Fig. 7 shows a sequence of snapshots of the axisymmetric part
of the azimuthal field at different times taken from run B, a
non-dipolar run. The sequence shows evidence of a dynamo wave
progressing from pole to equator, as happens in the solar dynamo.
In Fig. 7a, the field is dominated by negative field in the northern
hemisphere and positive field in the southern hemisphere, the
antisymmetric form of the azimuthal field being consistent with
a dipolar dynamo generated field. However, in Fig. 7b high-latitude
reversed field starts to grow, and by the time of Fig. 7c the original
azimuthal field is being squeezed by these reverse flux patches
moving towards the equator. By the time of Fig. 7d, the original
flux patches have gone, and the field is approximately reversed
from Fig. 7a. The cycle then repeats, with faint patches of the ori-
ginal field parity now visible at high latitudes. The sequence shown
in Fig. 7 has been chosen because the dynamo wave is quite clear-
cut, but in general the dynamo waves are rather erratic, as can be
anticipated from the run B plots in Fig. 2a, superimposed on
chaotic field fluctuations typical of high Rm numerical dynamos.
However, the radial component of the field is consistent with a
dynamo wave interpretation. Dynamo waves were seen by
Duarte (2014) in a compressible Jupiter model dynamo at Pr ¼ 1,
though these travelled from equator to pole.

The parameter space is large, and it has not yet been fully
mapped. However, at Pr between 0.1 and unity with uniform heat-
ing, the run B behaviour was frequently found at relatively low Rm.
At larger Rm, the flow is less columnar, and the dynamo is small
scale, as found in Boussinesq models when the local Rossby

number becomes too large (Sreenivasan and Jones, 2006; Olson
and Christensen, 2006). As the Prandtl number is reduced towards
0.1, the weak high latitude reversed flux patches seen in Fig. 7 no
longer grow, though there is a faint trace of them in Fig. 5d.

In Boussinesq dynamo models, changing from a fixed tempera-
ture outer boundary condition to a fixed flux outer boundary con-
dition can make a significant difference to the form of the magnetic
field and the convection (Sakuraba and Roberts, 2009; Hori et al.,
2010). This seems to be less true in these anelastic dynamo models,
but to explore this effect we present in Fig. 8 typical snapshots
from runs E and I, which differ only in that in run I the flux is fixed
at the outer boundary to the average value found in run E (see
Fig. 3b). This means of course that the entropy is no longer fixed
at zero there, and in run I the poles were slightly cooler and the
equator slightly hotter. Since the convection is driven by very small
entropy changes (Jupiter’s interior is close to adiabatic) this corre-
sponds to only a very small pole-equator temperature difference,
well below any observational constraints. Fig. 8b, d and f corre-
spond to the fixed flux case, Fig. 8a, c, and e to the fixed entropy
case. There is no great difference between the two cases, but the
dipole is slightly stronger in the fixed flux case, and this is the case
for most times, though occasionally the dipole in run E will exceed
that in run I. The zonal flow in run I is more confined to the equa-
torial region as we would expect from the stronger dipole leading
to more efficient locking of the zonal flow. In Fig. 8e and f the axi-
symmetric radial magnetic fields are compared. There is more
reversed flux near the equator in the fixed entropy case, and this
leads to a belt of slightly weaker radial field near the equator in
Fig. 8a compared to Fig. 8b; although this feature is not very
striking, it is persistent.
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Fig. 6. These plots were all constructed from run D, the high resolution version of run A, at the same instant as those in Fig. 5, except for panel (c). (a) The azimuthal
component of the velocity on the outer surface r ¼ rcut . (b) Meridional section of the axisymmetric component the azimuthal flow. (c) Meridional section of the axisymmetric
component of the azimuthal flow from run B, the erratic dynamo wave solution. (d) Equatorial section of the radial velocity. (e) Random meridional section of the radial
velocity.
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Fig. 2: **Schematic illustration of (a) torsional oscillations [after Braginsky (1970); Roberts & Aurnou
(2012)] and (b) the quantities focused in this manuscript [after ?Hori et al. (2019)].
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